CoAX – Coalition Agents eXperiment

Coalition TIE Outline – 10th March 2000 (a)

Introduction

As recent events in Bosnia, Kosovo and East Timor have demonstrated, coalition operations are going to become an increasingly important feature in future years. In any military operation, enabling commanders to have access to timely and relevant information is crucially important to a successful outcome. The difficulties are compounded in the virtual organisation of the coalition since there will be a mix of equipment, operational procedures, languages, etc. Moreover, there is a pressing need to set up such organisations rapidly in order to respond decisively to emerging crises. From a technical perspective, coping with this inherent heterogeneity and tight time-scales are major challenges. Traditional approaches to software integration are too brittle to provide the flexibility required to share information between such disparate command systems in the limited amount of time available. The principal motivation for this TIE is to demonstrate that modern software agent technology can provide an advanced infrastructure able to support the demanding information and C2 requirements of a coalition force.

In building a coalition, the partners will offer capabilities and bring individual goals and policies to the negotiating table. The coalition commander will try to distribute the tasks among the partners to meet the coalition’s objectives while respecting individual coalition partner aims. The partners will negotiate with the commander and each other during the creation of the Coalition and task assignment phases. As the partners separately formulate plans to accomplish their assigned tasks, they engage in further communication and negotiation to recognize potential ways that their plans could interfere with each other (e.g., friendly fire). The commander may need to reorganise the coalition and reassign tasks during the execution phase.

The exact same process is carried out by an agent-based software system: individual software agents come online, advertise capabilities and are assigned tasks. They may negotiate over which tasks are carried out, what resources will be provided to them in order to perform these tasks, and over the choices and timings of actions that can impact each other. During execution of the tasks, agents may perform badly or fail, so the agent controller may need to reorganise the agents and reassign tasks.

In addition, there are a number of key coalition-specific issues that are a challenge for existing agent technology, such as the need to organise the agents into separate domains which can share some common resources. Our aim is to focus the TIE on these coalition-specific issues. In doing this, we wish to use a coalition scenario to promote the extension of current agent technology to give support to complex virtual organisations.

In order to demonstrate how some of the planning, visualisation and execution activities in  “come-as-you-are” coalition operations can be augmented by agent technology, we have put together a coherent programme of work that includes participants from DARPA CoABS, AFRL and DERA. Between them, the partners have the skills and expertise to address the key scientific issues as follows:

· Agent coalition framework – AIAI and Boeing;

· Policy-based management services for agents and agent domains – Boeing;

· Shared models for agent tasking and activity – AIAI;

· Activity planning, coordination, process management and workflow – AIAI, Michigan and MIT;

· Resource allocation and incentives – Stanford;

· Execution monitoring, robustness issues and repair – AIAI, Boeing and MIT;

· Recognizing and resolving data inconsistencies – USC/ISI;

· Flexible data access – Dartmouth and USC/ISI;

· Agent capability representation and matching – AIAI, DERA and USC/ISI;

· Command system execution and visualisation – AFRL, AIAI and DERA.

Project Aims

The overall objective of this research is to demonstrate that an agent-enabled infrastructure will significantly aid the construction of a coalition command support system from a diverse range of components. To achieve this, the project will address a number of technically challenging problems, including:

· Dealing with the need to share systems and information.

· Dealing with the need to coordinate decentralized tasks and workflows.

· Dealing with different levels of trust.

· Providing mechanisms to translate information between systems.

· Dealing with the integration of systems that were developed with particular nations’ processes and doctrine in mind.

Project Approach

The major technical goal is to research, design and implement a framework that will support a coalition of agent organisations. The key idea that we shall be investigating is to base the framework on agent domains. Each domain will represent a community of agents governed by common agent policies and with a common point of administration. The aim of our research is to show that these communities are able to work together effectively to produce a coherent virtual organisation with capabilities representative of those required by a military coalition command structure. 

The TIE will include demonstrations of progressively larger numbers and different types of system and human agents.  A realistic Coalition scenario and inclusion of actual advanced military system components will ensure validity of the approach.

Research Issues

The coalition TIE provides a very rich environment to research and assess agent technology and will address the following research issues that are of relevance to the CoABS program:

· The creation, monitoring and reorganisation of multiple domains on the agent grid.

· Policy and authority management.

· Creating and managing organisational structures of agents.

· Scalability via autonomous bounded domains of agents.

· Enabling coherent action aimed towards achieving objectives, and avoiding conflicting actions while pursuing distributed objectives.
· Shared and personalised visualisations.

· Investigation of different control strategies: market-based (Stanford) vs policy-based (Boeing) vs authority-based (AIAI) vs teamwork-based (DERA) vs plan-based (Michigan)…

· Security and accountability.

· Plan deviation detection.

· Data inconsistency detection and resolution.

· Exception monitoring, handling and repair.

· CoABS Agent Grid integration.

Coalition-specific Issues

The coalition TIE will address the following technical issues which are of relevance to supporting effective coalition operations:

· Rapid creation of virtual organisation(s).

· Creation of shared view/understanding.

· Negotiation of information sharing between coalition partners.

· Negotiation of workflows/plans across coalition partners.

· Respecting autonomy of partners.

· Change of organisation and policies due to current imperative of the plan.

· Provision of command agility using a dynamic reconfigurable dispersed component architecture(s).

· Aggregation and sharing of coalition capabilities.

· Enabling unity of command.

Coalition Scenario

The BINNI scenario has been chosen for this work. This has the advantage of already being a publicly available scenario generated by an international group of five nations (The Technical Cooperation Program – TTCP) to support experiments for Coalition Operations Command and Control. Our scenario expert will be Tony Rathmell of DERA, who is working with TTCP Technical Panel 9. Tony has offered to work with the Coalition TIE partners to identify and further develop suitable vignettes within the BINNI scenario to demonstrate this work.

TIE Partners

The following TIE partners have been identified and have all expressed a strong interest in pursuing the issues raised in this proposal:

· AFRL: Rick Metzger (US Government POC for TIE)

· AIAI: Austin Tate, Jeff Dalton, John Levine

· Boeing/Institute for Human and Machine Cognition (Florida): Jeff Bradshaw, Rob Cranfill, Mark Greaves, Renia Jefferrs

· Dartmouth College: Bob Gray

· DERA: Mike Kirton, Patrick Beautement, Jeremy Baxter, David Allsopp, John Carson

· Lockheed Martin ATL: Susan McGrath, Julius Etzl

· Michigan: Ed Durfee

· MIT: Mark Klein, Chris Dellarocas

· Stanford: Yoav Shoham

· USC/ISI: Craig Knoblock

· Scenario Specialist: Tony Rathmell (TTCP and DERA)

· Support from: Doyle Weishar (GITI), Pete Haglich (ISX), David Brown (Mitre)

The partners bring the following areas of expertise and technologies to the TIE which are relevant to agent technology for coalition operations:
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Timescales and Demonstrations

We will be building a general framework for the integration of agents and use this framework to integrate (at least) the following software systems:

MBP: Master Battle Planner (DERA)

CAMPS: air tankering planner (AFRL)

ARIADNE: web-based information providing agent (USC/ISI)

Process Panels: for task and process management support (AIAI)

Intelligence Agent: an intelligence gathering agent (Dartmouth College)

MCA: Multi-level Coordination Agent (Michigan)

Four demonstrations are planned over the 30 months of the TIE:

After 1 month: demonstration of MBP and an EMAA/CAST agent working

      together on the CoABS Grid.

After 9 months: Binni scenario demonstration with MBP/CAMPS link respecting

      the proposed domain management framework.

After 18 months: a comprehensive demonstration including the connection of the systems listed above in the framework and showing coalition and country domains.

After 30 months: demonstrate dynamic aspects of domain management and

    tasking, along with scalability to more domains and agents.

1 month demo

After 1 month (achieved on 16th February 2000), we will give a demonstration of the framework for coalition mechanisms, which will be on the grid. This could identify potential development directions for the grid with respect to multiple agent domains. This demonstration will address creation of multiple domains, tasking and control within a domain and domain model management. We will populate the demonstration with simple or surrogate agents in order to address the chosen scenario vignette and anticipate the 9 month demonstration.

Principal Responsibility: AFRL, DERA, LM ATL

9 month demo

After 9 months, we will give a demonstration of the framework for coalition mechanisms, which will be on the grid. This could identify potential development directions for the grid with respect to multiple agent domain management. This demonstration will address the creation of multiple domains, tasking and control within and across domains and domain model management. 

In the demonstration we will be connecting five specific systems, MBP (DERA), CAMPS (AFRL with support from GITI), AODB access via EMAA/CAST Agents (LM ATL), ARIADNE (USC/ISI) and Process Panels (AIAI). Beyond these systems, we will populate the demonstration with simple or surrogate agents in order to address the chosen scenario vignette and anticipate the 18 month demonstrations.

Principal Responsibility: AIAI, Boeing, DERA, GITI, LM ATL, USC/ISI

Other participants in the TIE will provide related demonstrations on the Grid to show their proposed contribution to the TIE and will utilize suitable parts of the Binni scenario to show the relevance of their work.

Principal Responsibility: Dartmouth, Michigan, MIT, Stanford

18 month demo

After 18 months we will give a key TIE demonstration in which the framework is populated with agents representing multiple capabilities and countries in a coalition. Our aim is to show that using agent technology a small number of disparate systems can be integrated to form a cohesive coalition command structure. This could act as a test of distributed domain aspects of the CoABS grid. We will show dynamic reconfiguration during execution based on problems occurring (e.g. information starvation, policy violation, deviation from norm). Several agent domains will be involved. The control mechanism will provide incentives to attend to coalition rather merely local goals (e.g. role/task assignment). Demonstration of the results at a suitable coalition/TTCP workshop would be attempted to coincide with the 18 month demonstration to generate interest in the work and to seek further collaborators.

Principal Responsibility: All.

30 month demo

Building on the work of the previous demonstration, we have three main objectives.

1. We aim to demonstrate reconfigurability of domains and creation of new domains in a dynamic fashion (e.g. to bring a new country into the coalition). 

2. We wish to show that our methodology will scale to larger numbers of agents and systems.

3. We wish to demonstrate the effectiveness of novel, market-based algorithms for coalition formation and maintenance.

In order to achieve these goals we will seek to involve other TTCP nation participation (and beyond if desirable) and other partners from the CoABS community. Specific systems to be included will be influenced by the TIE partners added at this stage.

Principal Responsibility: All plus other partners. 

Potential Links to other Projects

The Coalition TIE has the following potential links to other projects within and connected to the CoABS program:

· FIPA 2000 abstract architecrure and agent domain models (via Boeing participation)

· Capability and process models (ISO/NIST via AIAI)

· Grid activity (all CoABS participants)

Appendix: Details of the Contributions from Individual TIE Partners

Contribution from AFRL

AFRL will provide the government point of contact for the Coalition TIE (Rick Metzger).

AFRL will also provide technical resources to link CAMPT to the UK Master Battle Planner (MBP) within the context of the work of the TIE.  It is possible that these resources will be provided by Lockheed Martin Advanced Technology Laboratories via a sub-contract to AFRL.

Contribution from AIAI, University of Edinburgh

AIAI’s technical contributions to the Coalition TIE will include:

1. Use of shared models to facilitate coalition task driven cooperation.

2. Use of agent organisational structures with explicit tasking and authority management.

3. Development of techniques for multiple cooperative agent domains (jointly between Boeing’s KAoS, Boeing’s Policy Manager and AIAI’s I-X).

4. User role specific task and process support panels with:

· Model derived multi-lingual capability;

· Plug-in sub-panels appropriate to user, user role and application in use.

Contribution from Boeing

Boeing will take primary responsibility for agent domain management services on the grid. These services will evolve from and enhance existing services available within the Boeing KAoS agent framework.  An agent domain consists of a unique instance of a domain manager along with any agents that are registered to it. The function of a domain manager is to: 1) manage agent registration, 2) serve as a single point of administration for policy management. That is, the domain manger could configure, re-configure, store, publish and enforce polices that exist for that domain. Domains assure those who deploy agents systems that there is policy uniformity across multiple platforms and hosts, as long as semantically equivalent monitoring and enforcement mechanisms are available across those platforms and hosts. Under these conditions, it would follows that a given domain could extend across host boundaries and, conversely, multiple domains could exist concurrently on the same host. With respect to platform independence, it should be possible for agents running on the same platform to be in different domains (for example, a resident and a visiting mobile agent running on the same platform may belong to different domains having more or less restrictive security privileges).

A policy is a machine-readable set of statements in which some element (such as an agent) of an agent system declares a specification intended to describe or govern its interaction with other elements of the agent system. For example, an agent may declare a policy that all messages it exchanges with other agents must be encrypted, or that certain timing and message sequencing constraints must be observed when requesting a particular kind of service from that agent. The latter is an example of a conversation policy. A domain manager has policies such as:

No agents registered to its domain may communicate with agents outside the domain

No agent can consume more than a given fraction of some system resource, 

Agents must respond to messages from the domain manager within a given time frame

Agents with “higher priority” tasks preempt “lower priority” ones. 

The policy is expressed in a persistent machine-readable format such as text, which could be interpreted by a platform-specific policy enforcement mechanism. Policy and policy-enforcement mechanisms could be defined in multiple locations in a given implementation. The separation of policy specification from policy-enforcement mechanisms allows policies to be dynamically reconfigurable, and relatively more flexible, fine-grained, and extensible. Agent developers can build applications whose policies can change without necessarily requiring changes in source code. The rationale for using declarative policies to describe and govern behavior in agent systems includes the following claims: easier recognition of non-normative behavior, policy reuse, operational efficiency, ability to respond to changing conditions, and the possibility of off-line verification.
Contribution from Dartmouth College

Dartmouth College's main contribution to the Coalition TIE comes not from their 
CoABS work, but rather from a separate project called the Active Communications  
(ActComm) project.  The ActComm project is a Multi-University Research Initiative (MURI) funded by the Department of Defense under AFOSR contract 

F49620-97-1-03821.  It involves participants from Dartmouth College, Harvard  University, Rensselaer Polytechnic Institute, the University of Illinois,  Lockheed-Martin and ALPHATECH.  Detailed information on the ActComm project can be found at http://actcomm.dartmouth.edu/.

The goal of the ActComm project is to provide computing capabilities to soldiers in the field.  Each soldier has a portable computing device with wireless Ethernet hardware.  A few soldiers have satellite or other long-range transmission hardware and serve as gateways between the other soldiers and the  main military network.  Specialized routing algorithms maintain network connectivity by continually updating the routing tables as the soldiers (and thus their computers) move relative to each other. The soldiers use their computers to: (1) enter observations about the current tactical situation and send those observations back to headquarters; (2) run queries against different information sources (such as a black-gray-white database that contains descriptions of terrorists); (3) access maps of the surrounding terrain; and (4) view the other soldiers' current positions, and so on.

Over the past two years, there have been two medium-scale demonstrations of the ActComm technology.  Both demonstrations took place on the Dartmouth campus.  In one case, the "soldiers" (students) observed vehicular traffic, and in the other case, the "soldiers" observed a particular target building.

From the standpoint of the Coalition TIE, this entire system is best viewed as an information source -- the observations from the field can be fed into the  planning process.  By integrating the system into the Coalition demos, we can present a more interesting scenario, and more importantly, demonstrate that  the Grid can be used to integrate two large, complex systems, namely the field-observation system and the planning system (which itself is made up of  many agents interacting via the Grid).

Practical considerations.  The entire field-observation system can be made Grid-aware at its boundary, i.e., the observations can be stored in a Grid-aware database.  The two main questions are what the field team should observe, and how other parts of the demo should access the observations.

The answer to the first question depends on the chosen scenario vignette. Nothing in the ActComm project (except the simple GUI that allows observation entry) assumes a particular observation type, so the soldiers can observe  whatever makes the most sense for the Coalition TIE.  For example, rather than observing ground traffic, the soldiers might observe air traffic.

The answer to the second question depends both on the vignette and the available implementation time.  Ideally, the Master Battle Planner (MBP) would query a human-intelligence database directly, and use the results in its planning process.  However, the observations could also be fed into a  pre-existing database, such as a database already accessible via EMAA/CAST. In this case, the MBP would not need to be modified, although the choice of observation type might be more constrained.

One final note is that actually demonstrating the field-observation system requires several dozen people to play the roles of soldiers, suspects, and so on.  Given this, we will set up the Coalition demo so that it can be demonstrated with the entire field-observation system or with just a pre-loaded observation database (or possibly a database with scripted insertions).

Contribution from DERA

The primary contribution from DERA to this TIE will come from a project entitled “Software Agents in Command Systems”. An important objective of the project is to demonstrate the utility of agent technology in a UK/Coalition command environment.  In this regard, DERA aims to use Master Battle Planner (MBP) as a focus for their research programme. Currently, MBP is a highly effective visual planning tool for air-campaigns. However, it is a standalone system and thus during the early stages of this TIE DERA will integrate MBP into the CoABS grid. The aim is for MBP to be able to receive and act upon dynamic updates of the tactical air picture, force deployments, weather etc. from agents acting on its behalf. The principal technical requirement here will be to describe information needs and system capabilities. By providing this agent interface, MBP will be able to share information and inter-operate with other coalition systems and provide a common visualisation of the coalition operation.

In another strand of research, DERA is also investigating agent teamwork in battlefield simulations as part of its project on “Control and Co-ordination of Entity Level Computer Generated Forces”. This work is based on Joint Intentions Theory and is exploring reasoning about the formation of task-related agent organisations and their dynamic re-configuration during execution. The intention is to use the results of this work to investigate re-configuration of agent coalition structures.

Contribution from Lockheed Martin Advanced Technology Labs.

To be provided.

Contribution from University of Michigan

The University of Michigan will contribute to this TIE in the area of plan coordination.  Namely, the expectation is that coalition partners, given their assigned roles, will separately formulate plans to accomplish their roles, following their own doctrine and standard operating procedures, and assuming the use of particular assets and capabilities (either their own or of other coalition partners). For the most part, we would expect the partners’ plans to be compatible; however, infrequently there can be occurrences of unintended interference between plans, such as when a partner’s forces that could equally-well use any of a number of assets choose (and prevent others from using) an asset that is critical to others’ success, when a partner causes an irreversible change in the world (e.g., destroying a bridge) that potentially thwarts the plans of other partners, or when one partner takes actions that threaten another partner (e.g., so-called “friendly fire”).

The University of Michigan is developing and will provide techniques for efficiently detecting potential plan interference at various levels of plan abstraction, and recommending changes to plans (synchronization points or elimination of some subplan choices) to coordinate plans. The techniques strike a balance between the effort expended to discover the details of interference with the quality of the resulting coordination and the retention of flexibility on the part of each partner to improvise around dynamic changes to the situation.  The balance is struck by using plan representations that simultaneously capture possible plan executions in an abstraction hierarchy, and performing search at the multiple abstraction levels to find a suitable degree of detail. These techniques will be embodied in the Multilevel Coordination Agent (MCA) functionality to be provided to this TIE.

Contribution from MIT Sloan School of Management

MIT’s contribution will be in the area of execution monitoring and exception handling. The agent conversation is monitored to detect deviations from the normative process. If a deviation is detected, such as a coalition partner moving from coalition goals to more local goals, then an appropriate repair can be initiated.

A critical challenge to creating effective agent-based information systems for supporting coalition campaigns is allowing them to operate effectively in the face of a highly diverse, heterogeneous computational infrastructure and limited trust among the coalition members. In coalition campaigns, we can expect to utilize a highly diverse set of agents; some have fairly sophisticated coordination capabilities, but many will be simple encapsulations of legacy applications. New tasks, agents and other resources can be expected to appear and disappear in unpredictable ways. Communication channels can fail or be compromised, agents can break down, make mistakes, defect or attempt to compromise the effectiveness of the coalition. Unanticipated agent inter-dependencies can lead to systemic problems like multi-agent conflicts, “circular wait” deadlocks, and so on. All of these departures from “ideal” collaborative behaviour can be called exceptions. The result of inadequate exception handling is the potential for systemic problems such as clogged networks, wasted resources, poor performance, system shutdowns, and security vulnerabilities.

To address the need for systemic exception handling in agent-based environments of limited trust and decentralized control, Dellarocas and Klein at MIT have been exploring a “shared service” approach to exception handling. In their approach, the responsibility for detecting, avoiding and/or resolving exceptions is assigned to a trusted exception handling service. This service can be viewed as a kind of “coordination doctor”; it knows about the different ways in which multi-agent systems can get “sick”, actively looks system-wide for symptoms of such “illnesses” and prescribes specific interventions instantiated for this particular instance from a body of general treatment procedures. Agents need only implement their normative behaviour plus a minimal set of interfaces that assume only that each agent can report on its own behaviour and modify its own actions to at least some extent.

MIT is proposing to integrate their technology in order to provide systemic exception handling in coalition force scenarios. MIT will work together with the other TIE partners in order to compile a representative list of important exception types inherent in the Coalition TIE scenarios and will implement support for handling these exceptions using their exception handling service. For example, the table below lists some sample exception types that may occur in the context of a coalition force scenario, as well as sample detection, resolution and avoidance processes that the MIT exception handling service could apply in order to handle them.

Issue
Detection
Resolution
Avoidance

The system may exhibit information starvation and bottlenecks that prevent the successful completion of tasks
Monitor information requests and detect an unusually high ratio of failed requests
Assign higher priority to starved tasks
Proactively balance the load of the system to avoid the incidence of bottlenecks

Some coalition partners are unreliable
Monitor task completions against task commitments
Reassign tasks to more reliable coalition partners; report unreliable partners to reputation service
Consult reputation service before assigning tasks; avoid assigning mission-critical tasks to partners with a reputation for being unreliable

Some coalition partners may exceed their allocated resource consumption
Monitor task resource consumption against agreed limits
Notify violators and renegotiate consumption limits
Install sentinels which will prohibit resource consumption past the agreed limits

Some coalition partners may defect
Maintain database of behaviour patterns of past defectors; Monitor coalition partner activities against these patterns
Reassign tasks to more reliable partners; Record observed behaviour of defector for future reference
Negotiate with suspected defectors to avoid defection before it happens; Only assign sensitive tasks to partners with a proven track record

Contribution from Stanford University

Stanford’s contribution will be in the area of market-oriented mechanisms for agent negotiation. The problems involved in negotiating the formation and tasking of a coalition are particularly suitable for these mechanisms. Some of the problems to be addressed are:

· incentive management

· role/task assignment: a meaningful role for every participant

· local incentives to coalition partners

· incentives to share information and resources

· need to keep some partners “out of trouble”

The approach involves the following:

1. Since there are some really desirable tasks, bundling them with the undesirable tasks may be a strategy to make sure all the tasks are done.  So the coalition members bid on task bundles.

2. Bidding may use the actual cost for completing the task.... similar to bidding for government contracts.

3. Enforcement (making sure that you complete the task you bid for) may be an external problem (some type of penalty system). Or is this a central problem of the TIE?

4. For resource allocation we can create a marketplace for resource bundles. Each coalition member is a seller of certain resources (may be bundled) and the other members are buyers of the resources (again may be bundles that are different from the seller bundles).

5. There are now two market places that are linked by having the same set of participants. The first marketplace allocates tasks and the second one allocates resources.

6. What is the incentive for the coalition members to share resources? They can use their revenue from selling resources not being used for their tasks to recover some cost of the task they have bid for.

7. We may assign some value to the political “currency” each coalition member brings in. Is there a way to use this value in the marketplace?  The “social welfare” here may be some function of the political currency and the value of the allocation.

8. If agreements within the coalition are binding, then it’s just matter of implementing an efficient allocation of tasks, complicated by the fact that:

· some variables are unobservable or unverifiable

· utility is not fully transferable

· there is no common prior

· the setting is uncertain and dynamic

In principle, one can use mechanism design techniques to give a reasonable solution.

9. If agreements (more realistically) are not binding, then it’s more complicated. essentially, one cannot just model NATO as an isolated coalition, but must model it in the context of its (strategic) environment, and in particular in the light of other potential coalitions that the players may join. the “out of NATO now” threat has a different meaning if it means joining another big coalition or just stepping out of the scene...  the “out of NATO now” effect may not be important if the war is brief, but it cannot be ignored if it lasts for years, especially when the costs are high.

10. Incorporate social laws into the framework of agent design, to enable useful teamwork.

Contribution from USC/ISI

Recognizing and Resolving Inconsistencies When Sharing Data Between Coalition Forces.

When separate organizations attempt to share data there are several types of problems that can arise and potentially interfere with the exchange of information.  First, because of differences in background and perspective the information that one organization says it will provide may not match the other organizations needs or expectations.  A very simple example of this might arise in sharing temperature data among organizations -- the US might expect the data be in Fahrenheit, which the British might expect the data to be in centigrade. Second, organizations often refer to the same entities or objects with different names.  This even happens within an organization, but it is almost guaranteed to occur across organizations.  For example, the names used by Spain to refer to the other countries in the world are probably not the same ones used by the US.

As part of the coalition TIE, we will develop and deploy the tools to address this problem.  First, we will provide the Ariadne tools that we previously developed for rapidly constructing wrappers for web-based data sources.  This will provide a simple and robust approach for separate organizations to share their data.  Second, we are developing a system for learning expectations about the content of the data.  We will deploy this system in the coalition TIE to help ensure that the semantic content of the data shared matches the expectations of the organization requesting the data.  Third, we are also developing a system for learning the mappings between names to help resolve the inconsistencies on how entities are identified.  We will also apply this system in the coalition TIE to address the problem of naming inconsistencies.
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